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Abstract—The widespread use of social media and the 

internet are emerging trends that offer an additional 

interaction channel for companies to better understand 

customer sentiments about their brands and products. 
Sentiment analysis uses text data from social media such as 

customer comments and reviews, which has the nature of 

high dimensionality. Without selection, typically there are at 

least thousands of features (words or phrases) that can be 

extracted from a text corpus, among which there are many 

redundant or irrelevant features for sentiment classification 
task. Thus, it is critical to select a compact yet effective set of 

features to avoid the complex classifier design and slow 

running time of classification process. However, very few of 

existing metrics is able to improve efficacy of feature 

selection by addressing the issue of sparsity of feature matrix 

for text data, i.e., many features may appear only in a few 

documents. In this paper, an improved feature selection 
metric known as sparsity adjusted information gain (SAIG) 

is proposed, which modifies the conventional information 

gain metric and aims to adjust the feature ranking scores 

according to the sparsity of the feature vector. It is able to 

use less features to obtain a targeted performance level. The 

experiment results show that SAIG is able to improve the 
performance of sentiment classification. 

Keywords: Social media, sentiment analysis, feature 

selection, sparsity,  information gain 

I.  INTRODUCTION 

In this fast and ever changing digital era, the key to the 
future is to leverage on the new technologies to innovate 
creative and better ways to improve companies’ current 
operating models. The rise of social media and the internet 
is one of the important aspects of the new information 
platform that provides opportunity for companies to tap on 
to better understand their customers. The usage of Big 
Data technologies offer the opportunities for improved 
data analytics to be conducted and to reveal more insights 
into the customers’ behaviors and needs. 

Social media has allowed individuals to interact with 

one another, build relationships, create brand awareness 

and improve customer service through social media 
services such as YouTube, Twitter, Yelp and Facebook 

[1]. Most importantly, social media allows consumers to 

easily share their opinions with just a click of a button. As 

a result, people are becoming more vocal by sharing their 

opinions online. On the receiving end, the demand for 

information for opinions about products has also been on 
a rise. It was concluded that 60% of Americans have 

referred to product reviews online for research at least 

once, with 15% of them doing so regularly on a daily 

basis, and about up to 87% of them recognizing the strong 
influence of the online reviews on their offline purchasing 

decisions [2, 3]. Major companies also come to realize the 

influence of online opinions have on their product sales. 
Although the companies do not have control over 

consumer-generated content, they can listen attentively to 
the consumer voices online so that they can respond 

quickly by adapting their marketing strategies, brand 
positioning and product development [4]. 

Sentiment analysis, sometimes also known as opinion 

mining, refers to the field of study which aims to 
automatically read and recognize human’s “opinions, 

sentiments, evaluations, appraisals, attitudes and emotions  

towards entities such as products, services, organizations, 

individuals, issues, events, topics and their attributes” 
using computational means [5]. Sentiment analysis refers 

to the techniques to detect, or sometimes quantify the 
subjective viewpoint from a writer with respect to a 

certain subject. It is usually applied to large sets of 
unstructured data to gain an overview of the “public” 

opinions with respect to an entity of interest. Applications 

of sentiment analysis include (i) supporting demand 
prediction for products; (ii) evaluation of product 

performance to aspects level; (iii) monitoring of company 

brand and reputation; (iv) evaluation of marketing 

campaigns; and (v) customer market segmentation. The 
overall sentiment analysis process mainly includes three 

major steps: (1) data pre-processing, (2) feature selection, 

and finally, (3) classification.  
Data pre-processing is the first and important step of 

any text mining analysis, where the data are cleaned and 
prepared for further analysis [6]. There are massive data 
that can be extracted from sources such as news, forum, 
blogs and social media. However, if these data are not 
properly cleaned, it can lead to misleading conclusion in 
the subsequent steps. The phrase “garbage in, garbage out” 
is very relevant in this case. In addition, data pre-
processing is also the most time consuming phase of the 
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entire process, which might take up to almost 80% of the 
time of analysis [7, 8]. 

The next step is usually followed by feature selection, 
where it is the process of removing unnecessary features 

while keeping the features that have high differentiating 

abilities. As large data dimensionality is an inherent 
characteristic of text data, it is unavoidable that text data 

will have a huge set of features even after pre-processing. 

Hence, feature selection plays an important part in 
reducing the high dimensionality of the data, improving 
the efficiency performance of further analysis and 

minimizes computing memory requirements [9]. 
After dimension reduction, supervised classification 

uses the training dataset with labelled class to build the 
classifier. A testing data is transformed into a feature 
matrix defined by the selected features and fed into the 
classifier to assign a class label such as positive and 
negative. To verify the performance of the classification, 
some of the common performance metrics include 
accuracy, precision, recall and F1-score.  

In this paper, the supervised classification approach is 

adopted. This approach has two sequential stages: training 

and testing. In training stage, a set of training data with 
known labels is required to build a training model for the 

supervised classifiers. In testing stage, supervised 

classifiers use training model to assign labels to each test 
data. The key idea is for the algorithms to detect and 

utilize on any pattern found in the training data and learn 

from the word frequency rates and/or syntactic structures, 

depending on the set of features selected. Subsequently, 
new online inputs are fed into the trained classification 

system. Figure 1 illustrates the entire flow of the 

sentiment analysis process. 
 

 
Figure 1.  Flowchart of using sentiment analysis. 

In this paper, an improved feature selection metric 
known as sparsity adjusted information gain (SAIG) is 

proposed to improve the quality of selected features, 

leading to an improved sentiment analysis classification 
performance. The rest of the paper is organized as 

follows: Section II covers the literature review of feature 

selections; Section III introduces the SAIG formulation 

and its algorithm; Section IV describes the dataset used 
and describes the detailed data pre-processing steps; 

Detailed results and discussions are given in Section V 

and finally Section VI concludes the paper and presents 

the future works. 

II. LITERATURE REVIEW 

  Feature selection methods fall into two broad 
categories: wrapper methods and filter methods.  Wrapper 
method requires one predetermined learning algorithm in 
feature selection and uses its performance to evaluate and 
select the subset of features. As for filter method, it relies 
on the training data to give a scoring metric to each of the 
features. After giving a scoring value to each of the 
features, the features are selected according to the ranking 
of the scoring values [10-12]. Some of the common feature 
selection metrics include document frequency (DF), term 
frequency (TF), term frequency-inverse document 
frequency (TF-IDF), information gain (IG), mutual 
information (MI) and 𝜒ଶ  statistic (CHI). Some other 
metrics are accuracy (Acc), accuracy balanced (Acc2) and 
odds ratio (Odds) [9, 13-15]. As text data have high 
dimensionality, filter methods are more computational 
efficient than wrapper methods. The proposed method, 
SAIG falls into the category of filter methods. 

For text data, features can be words or phrases. The 
number of possible words/phrases used in all test data can 
be very large and this number defines the length of the 
initial feature vector. However, for each text data such as a 
short comment in Twitter, the actual words/phrases used 
can be just a few, which means that there are many zeros 
in the feature vector if occurrence frequencies of 
words/phrases are used as values in the vector. Thus, the 
sparsity of the vectors can be very high. 

A sparse matrix is one that contains a lot more zero 
values in the cells than non-zero values and is not very 
informative. Sparsity is the ratio of the number of zero 
cells to the total number of cells. If a matrix is 90% sparse, 
it is 10% dense. Fitting classifiers with a sparse matrix will 
degrade the performance of the text classification and 
adding more features does not guarantee better 
performance. The conventional feature selection metrics 
are unable to handle issue of sparsity properly. 

The SAIG formulation introduced in this paper is 
adjusted according to the sparsity of the data and 
incorporates the term frequency. SAIG attempts to utilize 
all of the information (term frequency, document 
frequency and sparsity/density) that can be obtained from 
the sparse matrix to improve the feature selection. This 
allows reduction in the required total number of features to 
achieve a targeted performance. SAIG is modified from 
the conventional IG. Let 𝒮  be the full set of features, 𝑡௝ ∈ 𝒮 be the 𝑗௧௛  feature, 𝐗  be the feature matrix, 𝑥௜,௝  be 

the term frequency of  𝑡௝  in the 𝑖௧௛  document 𝒹௜, and 𝑐௔ be 

class 𝑎. For binary classification, IG for feature 𝑡௝  is given 

by [13]: 
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𝐼𝐺൫𝑡௝൯= − ෍ 𝑃(𝑐௔) log൫𝑃(𝑐௔)൯ଶ
௔ୀଵ+ 𝑃൫𝑡௝൯ ෍ 𝑃൫𝑐௔ห𝑡௝൯ log ቀ𝑃൫𝑐௔ห𝑡௝൯ቁଶ

௔ୀଵ+ 𝑃൫𝑡̅௝൯ ෍ 𝑃൫𝑐௔ห𝑡௝̅൯ log ቀ𝑃൫𝑐௔ห𝑡̅௝൯ቁଶ
௔ୀଵ                   (1) 

 
where 𝑃(𝑐௔) is the probability of a document belonging to 

class 𝑐௔ , 𝑃൫𝑡௝൯  and 𝑃൫𝑡̅௝൯  are the probabilities of 

occurrence and non-occurrence of 𝑡௝  in a document 

respectively, 𝑃൫𝑐௔ห𝑡௝ ൯ is the conditional probability of a 

document belonging to class 𝑐௔ given that 𝑡௝  occurs in that 

document while 𝑃൫𝑐௔ห𝑡̅௝൯  is the counterpart of 𝑃൫𝑐௔ห𝑡௝൯ 

and denotes the conditional probability of a document 

being class 𝑐௔ given that 𝑡௝ does not occur in it.  

 

III. SPARSITY ADJUSTED INFORMATION GAIN 

In this section, sparsity is formally defined and the 
deficiency of IG for feature selection is pointed out. 

Following the definition and discussion, SAIG metric is 

proposed.  

Let 𝑁  be the total number of documents associated 

with the feature matrix 𝐗 , 𝑁௖ೌ  be the number of 

documents with class 𝑐௔ ,  𝐷𝐹௔൫𝑡௝൯  be the document 

frequency of the feature 𝑡௝  in those documents belonging 

to class 𝑐௔. Denote 𝐷𝐹൫𝑡௝൯ = ∑ 𝐷𝐹௔൫𝑡௝ ൯ଶ௔ୀଵ  as the overall 

document frequency for 𝑡௝  and let the feature vector for 𝑡௝  

be 𝐱௝ = ൣ𝑥଴,௝ , 𝑥ଵ,௝, … … , 𝑥ேିଵ,௝൧ . Based on the above 

definitions, the sparsity used throughout in this paper is 

defined as the probability 𝛽൫𝑡௝൯ = 𝑃൫𝑡௝൯ = ∑ 𝛽௔൫𝑡௝൯ଶ௔ୀଵ  

where 𝛽௔൫𝑡௝ ൯ = ஽ிೌ ൫௧ೕ൯ே  for easier reference. High sparsity 

means 𝛽൫𝑡௝ ൯ < 𝜂  where 𝜂  is a positive number much 

smaller than 1, i.e., 𝛽൫𝑡௝൯ ≪ 1. High sparsity leads to only 

a few elements in 𝐱௝ being non-zero.   

The focus here is on a group of features which have 

spare vectors 𝐱௝  and occur only in the documents of a 

particular class. This kind of features in 𝑐௔  form a set 𝒮௥,௖ೌ = ൛𝑡௝: 𝛽൫𝑡௝൯ < 𝜂 , 𝑡௝ ∈  𝒹௜ 𝑤𝑖𝑡ℎ 𝒹௜ 𝑏𝑒𝑙𝑜𝑛𝑔𝑠 𝑡𝑜 𝑐௔ൟ . 

In the experiment (the details of experiments are given in 

Section IV), 66.64% and 78.83% of total features in two 

datasets are in such group which is a significant amount. 
These features may potentially have the discrimination 

power for classification but the conventional information 

gain metric cannot assign proper score to such feature. 

For instance, for those features with sparse vector and 

only occurring in class 𝑐ଵ, 𝑃൫𝑐ଵห𝑡௝ ൯ = 1 and 𝑃൫𝑐ଶห𝑡௝൯ = 0 

are used in (1). These conditional probabilities are too 

strong for sparse features. A conditional probability value 

of 1 means that the document surely belongs to that class 

if this feature appeared. One of the root causes of this 
deficiency is that IG does not use term frequency which is 

more informative than document frequency.  

The idea of SAIG is to heuristically adjust 𝑃൫𝑐௔ห𝑡௝൯, 𝑎 ∈ {1,2} in (1) based on term frequency and 

sparsity information. There are three cases for the 

adjustment. Case 1 and 2 are the cases when 𝑡௝  only 

occurs in one class and its feature vector 𝐱௝ is sparse.   For 

SAIG, the conditional probabilities are adjusted for sparse 

features falling in only one class. For features that appear 
in high document frequencies, the strong probabilities are 

considered to be accepted. Case 3 handles the rest of the 

scenarios. Let 𝑇𝐹௔൫𝑡௝൯ be the term frequencies of the term 𝑡௝  in class 𝑎  and 𝑇𝐹൫𝑡௝൯ = ∑ 𝑇𝐹௔൫𝑡௝൯ଶ௔ୀଵ  be the term 

frequency in all documents. The details of three exclusive 

cases are as follows: 

Case 1: 𝐷𝐹ଵ൫𝑡௝൯ > 0, 𝐷𝐹ଶ൫𝑡௝൯ = 0, 𝛽൫𝑡௝ ൯ <  𝜂, 

Let 𝐴 =  𝑇𝐹ଵ൫𝑡௝൯ & 𝐵 =  ଴.ହ஽ிభ(௧ೕ) 
As 𝐷𝐹ଵ൫𝑡௝൯ increases, SAIG will converge to IG. 

 

Case 2: 𝐷𝐹ଵ൫𝑡௝൯ = 0, 𝐷𝐹ଶ൫𝑡௝൯ > 0, 𝛽൫𝑡௝ ൯ <  𝜂, 

Let  𝐴 =  ଴.ହ஽ிమ(௧) & 𝐵 =  𝑇𝐹ଶ൫𝑡௝൯ 

Case 2 is similar to case 1. 

 

Case 3:  For all other conditions, 

Let  𝐴 =  ஽ிభ൫௧ೕ൯∗೅ಷభ(೟ೕ)೅ಷ(೟ೕ)஽ி(௧ೕ)   & 𝐵 =  ஽ிమ൫௧ೕ ൯∗೅ಷమ(೟ೕ)೅ಷ(೟ೕ)஽ி(௧ೕ)  

For the three cases, the two probabilities are calculated 
in the following way: 𝑃൫𝑐ଵห𝑡௝ ൯ =  𝐴𝐴 + 𝐵  𝑃൫𝑐ଶห𝑡௝൯ =  𝐵𝐴 + 𝐵  

This ensures that the probabilities will be between 0 
and 1. As the focus is on the feasibility of using term 

frequency, document frequency and sparsity to improve 

feature selection by modifying convention IG, an 

exemplary 𝜂 = 0.01  is used for experiments. User can 
modify this value to see the relationship but in this 

analysis, the value of 0.01 is used as it is a common value 

or density threshold for sparse features. The SAIG 
algorithm is explained below. 
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SAIG Algorithm 

Input: 𝑿, 𝒄𝟏, 𝒄𝟐, 𝒌, 𝜼  

Output: The top 𝒌 features and score metrics 

 1: for 𝑗 = 1 𝑡𝑜 𝑚 do 

 2:    Check the case for 𝑡௝  

 3:    if 𝐷𝐹ଵ൫𝑡௝൯ > 0 &  𝐷𝐹ଶ൫𝑡௝൯ = 0 & 𝛽൫𝑡௝൯ = ஽ிభ൫௧ೕ൯ே <  𝜂 

 4:       𝐴 =  𝑇𝐹ଵ൫𝑡௝൯ & 𝐵 =  ଴.ହ஽ிభ(௧) 
 5:    else if 𝐷𝐹ଵ൫𝑡௝൯ = 0 &  𝐷𝐹ଶ൫𝑡௝൯ > 0 & 𝛽൫𝑡௝൯ = ஽ிమ൫௧ೕ൯ே <  𝜂  

 6:       𝐴 =  ଴.ହ஽ிమ(௧) & 𝐵 =  𝑇𝐹ଶ൫𝑡௝൯ 

 7:    else 

 8:       𝐴 =  ஽ிభ൫௧ೕ൯∗೅ಷభ(೟ೕ)೅ಷ(೟ೕ)஽ி(௧ೕ)   & 𝐵 =  ஽ிమ൫௧ೕ൯∗೅ಷమ(೟ೕ)೅ಷ(೟ೕ)஽ி(௧ೕ)  

 9:    end 

 

10:    Set 𝑃൫𝑐ଵ ห𝑡௝൯ =  ஺஺ା஻ and 𝑃൫𝑐ଶห𝑡௝൯ =  ஻஺ା஻ 

11:    Calculate the score for 𝑡௝     

12: end 

13: for  𝑗 = 1 𝑡𝑜 𝑚 do 

14:    Sort each feature 𝑡௝  according to the score in descending order 

15:    Select the top 𝑘 features 

16: end 

 

IV. EXPERIMENT 

The Amazon reviews dataset and another dataset that 
contains reviews of products, movies and restaurants are 

considered in this paper; the Amazon dataset is provided 

by Stanford Network of Analytics Platform, Stanford 

University [16]. The dataset consists of reviews from 
Amazon over a period of 18 years up to March 2013. For 

this paper, only a portion of product reviews from the 

“Beauty” product category are used. Since SAIG feature 
selection method is domain independent, it can be applied 

to other categories. Therefore, the use of one category is 

considered sufficient for this analysis. As for the other 

dataset, it is downloaded from UC Irvine Machine 
Learning Repository and created for the Paper ‘From 

Group to Individual Labels using Deep Features’ [17]. 

For easier reference, this dataset will be named as Movies 
dataset. 

A. Datasets 

The beauty product reviews file contains a total of 
252,056 reviews, with each review containing the product 
identification code, the product title, product price, user 

identification code, user profile name, review helpfulness, 

review score (from a scale of 1-5), time of review, review 

summary and review text. As the text of the review is 
available in an unstructured form (a string of raw text), 

the format of the data is not suitable for further analysis, 

and needs to go through data pre-processing process to be 
transformed into a structured feature. The brief 

description of the particular pre-processing steps taken is 

outlined in the subsequent sub-section. Almost all of the 
reviews are in English, though there are a few reviews 

found to contain a mixed of English with other languages, 

but they are ignored as they appear in low frequencies to 
be deemed significant. 

The Movies dataset contains sentences labelled with 

positive and negative sentiment. The dataset is well 

prepared and requires less pre-processing. Hence, the data 
pre-processing sequence will be referring to the Amazon 

dataset. 

B. Data pre-processing sequence 

From the raw data file, only the reviews text and the 
scores are extracted to be analyzed in this paper. The 

scores are used to be converted to a sentiment polarity 
based on a pre-selected threshold. In this paper, all 
reviews with a score of 3 and below are labelled as 

negative, and those with a score of 4 and above are 

labelled as positive.  

As for the review text data, it is acknowledged that 
each individual researcher would apply a different 

sequence of data pre-processing steps. Therefore, the 

particular pre-processing sequence applied on the dataset 
will be briefing explained: 

1) It was found that there are 49,678 duplicated 

reviews. Thus, in order to prevent these reviews 
from contaminating the true demographics of the 
reviews, they are removed from the dataset. The 

number of reviews in the dataset is 202,378 after 

this step. 

2) It is observed that there is a presence of added 
repetitive letters or punctuations in some words, 

known as lengthening. These extra letters or 

punctuations might be added deliberately by the 
users to indicate additional emphasis of the 

emotion. In English, words containing sequences 

of three or more identical characters consecutively 

is not part of the standard dictionary and thus such 
words are highly probably to be the result of 

lengthening [18]. As the extent of lengthening 

varies and the differences of the lengths likely to 
be insignificant, a viable method to capture all 

lengthened words while minimizing sparseness 

and maintaining consistency is to replace all 

sequences of length three or greater to sequence 
of just three. For example, the word 

“yaaaaaayyyy!!!!!” is substituted by “yaaay!!!”. 

3) After step 2, the text is segmented into sentences 

so that analysis can be done with greater 
granularity. In this paper, a pre-trained Naïve 

Bayes sentence segmentation classifier is used 

using text from the corpus from the Penn 
Treebank project as the training dataset. The 

features used to detect the sentence boundaries are 

the capitalization of the next word and the 

presence of punctuations.  
4) The text is further segmented into words, which 

will form the smallest granular meaningful feature 
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to be used in this analysis. A regular expression is 

defined to detect the boundaries of the words, 
which include whitespaces, special punctuations 

such as quotations and brackets. 

5) A simple spell correction algorithm is applied to 

each word to correct misspells. The spelling 
correction algorithm is based on choosing the 

word with the minimum Damerau–Levenshtein 

edit distance using the Norvig’s data as the 

training dataset [19].  
6) During pre-processing, it is observed that there 

are a few occurrences of emoticons, also known 

as emotional icons, which is an emerging 
representation of expression via text on the 

internet. Emoticons are pictorial representation of 

facial expressions formed by typographical 

symbols such as “:)” and “:(“ that communicates 
the mood of the author. In the pre-processing step, 
an emoticon detection regular expression is used 

[18], and once identified, they are substituted into 
their respective sentiment labels in words with 

reference from an emoticon lexicon [20]. 

7) Next, stop words removal which is one of the 

most standard text pre-processing steps is applied. 
Stop words are exceedingly common words such 

as “a”, “the, “of” which do not contribute any 

semantic value to the process of sentiment 

analysis. These stop words are filtered out and 
discarded from the text, with the underlying 
assumption that these words do not carry any 

sentiment and have equal probability to appear in 
both positive and negative comments [21].  

8) A common and critical piece of information to 

detect is negation. Negations are connotations that 

imply an opposite meaning with context to a 
statement. If negation is ignored, the recognized 

sentiment polarity of a classification may change 

drastically. In this paper, a technique by Das and 
Chen [22] is adopted by appending ‘NOT_’ to 

every word between a negation word (e.g. ‘not’, 

‘didn’t) and the first punctuation (e.g. ‘.’, ‘!’, ‘?’) 
following the negation word.   

9) Lastly, in order to further reduce the sparsity of 

the data, stemming, another common text pre-

processing step is applied. The stemming process 

transforms all inflected words into their derivative 
form, leaving behind only the shorter root form of 

a word. the commonly used Porter’s English 

stemmer is chosen in the pre-processing step [23]. 
As the following classification step, 3 common 

classifiers are used. They are Naïve Bayes (NB), Support 

Vector Machine (SVM) and K-Nearest Neighbor (KNN). 

V. RESULTS AND DISCUSSION 

As the focus is on the SAIG method, the Amazon 

dataset used in the analysis contains balanced classes of 

618 documents and 3584 features with a sparsity index of 

0.992. The Movies dataset contains 748 documents and 
3142 features with a sparsity index of 0.997. The sparsity 

index is the ratio of zero cells to the total number of cells 

of the features matrix. TABLE I and TABLE II show the 

performance results for the Amazon dataset and the 
Movies dataset respectively. Each of the accuracy score is 

the average score after using 5-fold cross validation. 

Cross validation provides a better evaluation of the 

performance results. In general, the Movies dataset has a 
lower performance results due to the sarcasm contain in 

the movie reviews. Sarcasm is hard to detect and remains 

as a research topic. Looking at the performance results for 
the two datasets, SAIG performs better than IG when 

SVM and KNN classifiers are used. This is further 

validated with the higher F1 score for SAIG+SVM and 

SAIG+KNN when compared to IG with reference to Fig. 
2 and Fig. 3. In addition, SAIG can use less features to 
obtain a targeted performance level with SVM and KNN. 

By comparing TABLE III and TABLE IV, SAIG selects 
better features in term of the absolute difference between 

the document frequencies of the two classes. Some 

features also suggest that the pre-processing step needs 

some improvements. A strong absolute difference means 
that the feature appears more often in one class than the 

other class and can be an important feature to build the 

classifier. Of course, there is case when the feature 

appears in one class and in low document frequency but 
yet an important feature. For the Amazon dataset, the 
word “Compliment” falls into the Case 1 scenario and is 

selected by SAIG as one of the top 10 features. As for IG, 
the word “Compliment” is ranked as the 50th feature. 

Another feature falling into the Case 2 scenario is the 

word “NOT_return”. It is ranked as the 51
st
 feature by 

SAIG but 142
nd

 feature by IG. With proper pre-
processing, the word “Compliment” will most likely 

represents a positive review. As for “NOT_return”, it can 

mean that the customer will not return to the shop again 
and will be a good feature for negative review. As the 

data get larger, this consideration of Case 1 and Case 2 

can assist in improving the feature selection. Comparing 
the 3 classifiers, it is noted that NB classifier has an 
unstable performance due to the strong independence 

assumptions between the features. 
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TABLE I.  PERFORMANCE RESULTS FOR AMAZON DATASET 

# of 

Features 

Accuracy (%)  

IG  SAIG 

NB SVM KNN NB SVM KNN 

10 61.6 

 

68.9 

 

65.7 

 

58.2 

 

78.3 

 

74.6 

 

20 55.6 

 

70.7 

 

65.8 

 

54.7 

 

78.7 

 

75.0 

 

30 56.9 

 

72.8 

 

67.0 

 

52.2 

 

79.5 

 

75.2 

 

40 56.1 

 

74.6 

 

70.4 

 

55.0 

 

79.9 

 

75.3 

 

50 65.4 

 

77.0 

 

70.4 

 

56.3 

 

82.4 

 

74.8 

 

60 66.0 

 

78.3 

 

72.5 

 

75.7 

 

83.5 

 

74.4 

 

70 65.2 

 

78.5 

 

72.5 

 

73.0 

 

84.9 

 

73.6 

 

80 71.3 

 

79.0 72.8 

 

61.3 

 

86.2 75.4 

 

90 67.4 

 

78.6 

 

72.0 

 

67.4 

 

86.1 

 

73.6 

 

100 65.8 

 

80.1 

 

74.6 

 

75.1 

 

85.7 

 

74.6 

 

 

 

TABLE II.  PERFORMANCE RESULTS FOR MOVIES DATASET 

# of 

Features 

Accuracy (%)  

IG  SAIG 

NB SVM KNN NB SVM KNN 

10 50.6 

 

48.4 

 

44.1 

 

60.0 

 

51.9 

 

55.5 

 

20 50.1 55.4 

 

54.6 

 

47.7 

 

58.7 

 

61.6 

 

30 52.9 

 

56.7 

 

57.2 

 

45.8 

 

63.5 

 

67.5 

 

40 58.9 55.2 57.5 46.7 65.8 

 

65.5 

 

50 59.8 

 

55.5 

 

52.4 

 

46.4 

 

65.9 

 

68.2 

 

60 60.5 62.7 

 

56.2 47.5 67.9 68.2 

 

70 58.2 61.8 

 

54.0 

 

45.5 

 

65.5 

 

57.4 

 

80 56.7 

 

66.0 

 

57.4 

 

45.6 

 

66.0 

 

64.9 

 

90 53.3 

 

65.4 

 

53.5 

 

46.6 

 

66.4 

 

65.1 

 

100 49.1 

 

66.6 

 

57.1 

 

46.6 

 

62.0 

 

62.1 

 

 

 

 
 

Figure 2.  F1 score vs number of features for Amazon dataset. 

 

Figure 3.  F1 score vs number of features for Movies dataset. 

TABLE III.  TOP 10 FEATURES SELECTED BY IG FOR AMAZON 

DATASET 

Feature  𝐃𝐅𝟏(𝐭) 𝐃𝐅𝟐(𝐭) |𝐃𝐅𝟏(𝐭) −  𝐃𝐅𝟐(𝐭)| 
Smell 163 136 27 

Perfum 135 116 19 

Lik 107 90 17 

Love 143 46 97 

Scent 91 67 24 

NOT_smell 65 75 10 

Product 50 65 15 

NOT_lik 51 63 12 

Sweet 85 14 71 

Bottl 39 60 21 

 

TABLE IV.  TOP 10 FEATURES SELECTED BY SAIG FOR AMAZON 

DATASET 

Feature  𝑫𝑭𝟏(𝒕) 𝑫𝑭𝟐(𝒕) |𝑫𝑭𝟏(𝒕) − 𝑫𝑭𝟐(𝒕)| 
Love 143 46 97 

Sweet 85 14 71 

Sugar 78 13 65 

Candi 73 7 66 

Pink 69 11 58 

Wear 59 20 39 

Cotton 55 7 48 

x.it 55 24 31 

Compliment 48 0 48 

Great 46 17 29 
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VI. CONCLUSIONS AND FURTURE WORK 

Data sparsity is a common issue for textual data and 
will affect the performance of supervised classification. 

Data pre-processing and feature selection play important 
roles in working towards the improvement of the 

sentiment classification. It is viable to use any available 

information that exists in the data to improve the 

supervised classification. SAIG is able to perform better 
than IG with well-covered pre-processing steps for some 

classifiers by using information on term frequency, 

document frequency and sparsity. Data sparsity will 

remain an issue to the performance of the classifier. 
However, the next task is to research on how this 

performance results can be used to support demand 
prediction for products. This is the key added value that 
can assist the company. The performance results will not 

be perfect but the question is to what degree these results 

can be used to assist in demand prediction. A 75% 

performance accuracy may be relatively useful to support 
demand prediction. It is encouraged that companies share 

portion of their demand information to provide 

opportunities to explore the relationship between 
sentiment results and demand prediction. 
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