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Research Statement
• Traffic flow predictions:
• Most work rely on pattern recognition from historical traffic data
• Generally effective; traffic is periodical and thus quite predictable
• Areas poorly: non-recurring large-scale events

e.g. traffic incidents, sports events, riots & demonstrations
• Idea: use real-time information from internet (mainly twitter) to capture 

these non-recurring events
• Research questions:

1. Can tweets be useful to predict future traffic flows?
2. How are tweets related to traffic flows?

• Challenges:
• Noisy data
• Spatio-temporal dependencies
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Crowd Flow Prediction
• Aim: Predict future traffic flows (or traffic conditions)
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* aggregated traffic flows = crowd flows
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Singapore Experiments: Data sources
• Traffic Flow

1. Vehicular Loop Detectors
2. Mobile Phone Signals

• External Data:
1. Weather information
2. Public holidays &

weekends

• Tweets Data:
• 369 search keywords of critical locations’ names across the city
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Input Data Description
• Inflow/outflow matrix: aggregate flows spatially and temporally

o Flows are normalized to be in the range [−1, 1], i.e. &'( = 2 ⋅ ',-./0 ',
.12 ', -./0 ',

− 1

• External data:
o Holiday data: list of dates e.g. [2016-01-01, 2016-02-08, …]
o Metrological data:

§ List of corresponding temperature (℃) e.g. [27, 28, 29, 30, 31, 31, 29, …]
§ List of corresponding wind speed (km/h) e.g. [4, 0, 0, 2, 3, 6, 12, 14, 20, …]
§ List of corresponding weather (one-hot vectors) e.g. [[ 1 0 0 0 0 0 0 0],

[ 0 0 0 1 0 0 0 0],
[ 0 1 0 0 0 0 0 0], …]

where index location of 1 represents the following mapping:
0 = sunny, 1 = cloudy, 2 = overcast, 3 = rain, 4 = light rain, 5 = heavy rain, 6 = fog, 7 = haze 
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Vehicular Loop Detectors
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Selected Places (search keywords)
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SG Grid Map (500m x 500m)
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Hyperparameters
o Recent limit ("#): 4 
o Period interval (%):  48  ;                      Period limit ("&): 1
o Season interval ('): 48 X 7 = 336      Season limit ("(): 1
o Number of filters in Conv1 & ResUnit: 64
o Number of Residual units ()):  2
o Optimization: Backpropagation with Adam

§ Learning rate (*): 0.0002
§ Development test: last 10%; Development training # of epochs: 500 with early 

stopping
§ Cont. training (on full training set) # of epochs: 100
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Experiment Setup
• Evaluation metric: Root Mean Square Error (RMSE)
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• Simple baselines:
oHistorical average: use average flow of the same time slot and day of the 

week in the train dataset
oPersistence: use previous time slot flow values as current prediction values
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where ,* is the predicted value and * is the ground truth;
. is the # of all predicted values = 48×4×7×2×4×5



Experiment Results

• With tweet counts, error reduced by 3.28% on average
• Feature misrepresentation by tenses and sentiment
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Conclusion

• Summary:
• Use tweets as additional source of information for crowd flow prediction by 

extending upon an existing prediction model
• 3.28% error reduction on average

• Potential Future work:
• Work on better encoding of tweets information
• Look into multilingual processing
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Thank you J
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